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What is a multi-agent system?

● More than 1 agent!! Really that’s it
● E.g.:

○ Autonomous driving
○ Warehouse robots
○ Stock Market
○ Reality
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7-tuple of <S,T,A,Ω,O,R,γ>:
• S states
• T conditional transition probabilities 

between states
• A words used to compose text 

commands
• O observations
• Ω observation conditional probabilities
• R reward function
• γ discount factor 

At

Agent

Environment 
= world + other agents

St+1St

Ot+1 Rt+1

Only see incomplete 
descriptions

Ammanabrolu and Riedl Modeling Worlds in 
Text. NeurIPS 2021 Datasets and Benchmarks.
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Multi Agent Envs are Partially Observable Markov 
Decision Processes (POMDPs)



(non-exclusive) Challenges of MARL

● Partial observability: You don’t have information about other 
agent’s rewards and policies

● Scale: think one agent was hard? Try many!
● Equilibrium of policies: Agent’s policies depend on other agent’s 

policies. Optimality no longer defined by static environment 
rewards → involves game theory
○ Closer to the RLHF setup in the sense of chasing after a 

moving reward
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LIGHT – An instantiation

● Now to all those difficulties add language
● LIGHT is a large crowd sourced text game that emulated the 

MARL setup from FAIR back in the day (pre-Cicero Diplomacy, 
pre-generative agents, etc etc)

● I am biased and will use it to explain some core MARL concepts 
because I worked on it
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Interactive 
Narratives-
Now with 
dialogue!
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Ammanabrolu et al. How to 
Motivate Your Dragon: Teaching 
Goal-Driven Agents to Act and 
Speak in Fantasy 
Worlds. NAACL-21.



LIGHT Quests

● That’s the setup, but what about the motivations of 
agents? They have to have something to do.

● parl.ai/projects/light
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Speaking and Acting with 
Motivations!
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Ammanabrolu et al. How to Motivate Your Dragon: 
Teaching Goal-Driven Agents to Act and Speak in Fantasy 
Worlds. NAACL-21.



Agent Motivations

● Every agent has a motivation. Short, medium, long 
term

● This defines a unique reward function for each agent 
in the same env

● Think PDDL problem vs domain spec
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(Multi) Agent Architectures

● Previous we had acting, now we have acting + 
speaking

● Communication with other agents a key part of the 
process

● Can treat it as another type of action to perform
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Multi-agent 
Communication

Multiple agents 
cooperating and 

pursuing motivations

Dynamic world bounded 
by unified decision-
making framework
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Interactive Narratives-
Now with dialogue!
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Ammanabrolu et al. How to Motivate Your Dragon: 
Teaching Goal-Driven Agents to Act and Speak in Fantasy 
Worlds. NAACL-21.



Ideal Agent:
- Cooperates with others
- Reasons about other’s motivations

World Models with a Theory of Mind 
Current: anticipate other’s one step 
reactions 
Next: predict their motivations ahead 
of time

Multi-agent Communication

Zhou, … Ammanabrolu. I Cast Detect Thoughts: Learning to 
Converse and Guide with Intents and Theory of Mind. ACL 2023.
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Intrinsic and Extrinsic Motivations

● Motivations for various 
agents can be intrinsic 
or extrinsic

● D&D is a more freeform 
version of interactive 
narratives like LIGHT
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Zhou, … Ammanabrolu et al. I Cast Detect Thoughts: Learning to Converse and Guide with Intents and Theory-of-mind in D&D. ACL 2022.



Self completion –
you achieve your 
own motivation



Partner 
completion – you 

convince the 
partner to achieve 

your motivation



Competition and Cooperation

● Motivations of various agents can be at odds with each other
● E.g. Two knights might have a shared motivation to see a dragon 

defeated but of course the dragon has to compete
● If a + reward to an agent means – to another then that is 

competition
● But align and both get + simultaneously with more efficiency, 

that’s cooperation
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169Park et al. Generative Agents: Interactive Simulacra of Human Behavior. UIST 2023.



Human-AI Collaboration

● (Human + AI > AI) && (Human + AI > Human)
● Framed as cooperative MARL between humans and AI
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Vats et al. Survey on Human AI Teaming with Large Pre-trained Models. 2024.
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A Human is an Agent (?)

● Swap humans in as an agent into the multi agent formulation
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Adapting 
World Models 

to Change
Adapting to novel, 

unexpected scenarios

Critical for 
Out of Distribution 

Generalization,
Safety, and Usability 174



Conversational 
Interfaces

Natural language 
feedback, not just 

scalar rewards

Clarify user intent 
and explain actions
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The Necessity of a Human in the Loop

● Human + AI > AI will not always be true
● But if we want to have AI systems benefit humans, there must be 

oversight
● Will talk next time about what oversight means
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Human-AI Collaboration

01 Adapting to a Dynamically 
Changing World!

02 Learning from Natural 
Language Feedback

03 Conversational Multi-
agent Communication!
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Human-AI Collaboration

Applications from 
personalized tutors to 
creative writing assistants

Complement Humans 

NOT Replace Humans
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