


THE BETTER YOUR REWARD THE EASIER THIS
WHOLE PROCESS IS

(A GOOD) REWARD IS ENOUGH



How to side step
hard problems

Humans are messy, ignore them

\Z

LLM as Judge / Learned Rewards have
errors, ignore those too

\Z

Just calculate rewards on easily verifiable things

Math Code Games

122



Why does verifiable reward matter?

\W§
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But Raj do you really need MDPs?
(Can’t you just do 1-step bandits?)

e Yes(No)



Open
Go
Examine
The
Shout
Carry
Show
Mount
Cross
Shred
Adjust

mailbox
north
house
my

four
shoulder
movie
bottom
box
Bozbar

colleague
comma
magic
amazing
scrolls
some
bronze
cyclops

(v)

Open
Go
Examine
The

It
Carry
Show
Mount
Cross
Shred
Adjust

mailbox
north
house
me

four
shoulder
movie
was

box
Bozbar

in

on
above
below
until
from
quite
under

colleague
show
magical
man
scrolls
some
bronze
cyclops

125



MCTS — Monte Carlo Tree Search

SELECTION ExXransionN RoLLour BACKPROPAGATION
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Quiet-STaR

Original Text 4*22+5ﬁ13|2ﬁ=353—43|\n

fﬁougéxo Hwougﬁlt, FFOugR‘g fFougFjlz Tﬂougét‘ 'fFougéls mougR‘(,

Thought,

1) Think 2) Talk == Helps 3) Learn
L/ Prediction )
Sampled LM LM LM J —_—
Thought k] " Reward
Harms

Prediction
Sampled LM LM LM > ﬁ
Thought > x Discard .

Zelikman et al. 2024. Quiet-STaR: Language Models Can Teach Themselves to Think Before Speaking.



St

ream of Search

Streams of Search

(a) Search problem (b)
Target: 50 Solution:
Numbers: 39+13=52
39,66, 33,13 66/33=2
52.2=50

o —>
Diverse
Search &Eﬁ
Strategies

Maving to Node #0.0

Current State: 50139, 33. 53). Opevations: '66-13+531
Exploring Operation. 35+33-72, Resulting Numbers: {53 72]
Generated Node #0.0.0: 50:(53. 72) Operation: 39°33+72
Maving to Node £0.0,0

, =
Current State: 50:(39, 66, 33,43), Opo oo I
Exploring Oporation: 66-13:53, Resulting Numbers (35 33
Generated Node #0,0: 50139 33, 531 Operation: 66-13¢53 \

Current State: 50153 72]. Cperations. ['66-13:53" '39°33:721

Exploring Opom.:n: 72-5319. Resulting Numbers: [19] 3
19,50 re—
o ke oo Backtracking

Current State: 50133, 33, 531 Operations. '66-13.531
Exploring Operation: 53-33+20. Resulting Numbers: (39, 201

Moving to Node 80.2

Current State: 50168, 33 52|, Operations: [39+13+62')
Exploring Operation: 66/33:2. Resulting Numbars. (52, 21
Geonerated Node 20.2.2 50:(52, 2] Operation. 66/33:2
Moving to Node #0,22

Current State: 50152 2], Cperations: 1'35°13:52" ‘6673321
Exploring Operation: 52-2+50, Resulting Numbers. 1501
50,50 equal: Goal Reached :

Search Strategy

(c) Pre-Training + Policy Improvement

T T e
¥ =
EQ/ A 6‘:‘. Improved
. APA & STaR .
& <= | Search
Language Model 6.;'. @ Strategies
~— —

Gandhi et al. 2024. Stream of Search (SoS): Learning to Search in Language.



Intuitions on why this works
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Key Assumptions Made
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Input Lo So Ao

LLM - Rollout

Output A, Thinking process  </think> <ans> @ < /ans>
LLM - Update
Trajectory ¢ S A T o BEE BT St+1

Diaaram credit Zihan Wana based on R1 paper.

Learn p(rollout|sy) with 1y

@ Env

Ll n

Tall

Tall = Z_T':
|



Effectiveness of
Extra Inference Time Compute
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Policy Weight Initialization (i.e. base model) matters

| have been doing this since 2018 with GPT-1/2, then T5, then Llama 2/ 3

First time | saw it working “cleanly” was a few months ago when my students
tried it on Qwen 2.5 Math

o “clean”=kinda humanreadable CoT, backtracking, big perf boosts
o Quiet-STaR and other RL with verifiable rewards didn’t have it

We also know Meta’s post training team tried this with Llama 2, it didn't work and
they dropped it - opting to use a DPO based strat for LIlama 3
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Best-of-N Beam Search Lookahead Search

W™ S, T 0 il P Wb I
I rofout balepe o Etvance. eeng
o PN vibon af Boa arel ol e 1
a i O B i b
| 13 repreaan

.

. " - =

Salect the bast final answer using the voritior Saloct the bost final ANSWaT USing th verilser Th R E E B e E N R W B R R R B R R R B AR B R
-

1
: | = Apply Verifier = Full Solution = Intermediate solution step = Saloected by verifier | = Rejoctad by verifior

L

Snell et al. 2024. Scaling LLM Test-Time Compute Optimally can be More Effective than

Scaling Model Parameters. 134



Comparing PRM Search Methods

40
35
=
E::« 30
3
£ 25
W
2
T 5 == Best-of-N Weighted
E == Majority
= =@= Beam; M := sqrt(N)
=@= Beam; M = 4
15 «=®= 1 Step Lookahead; M := sqrt(N)
=@= 3 Step Lookahead; M := sqgri(N)
== 3 Step Lookahead; M := 4
10

2' 2° 2° 2’ 2°

Generation Budget

Snell et al. 2024. Scaling LLM Test-Time Compute Optimally can be More Effective than
Scaling Model Parameters. 135



Test-time and pretraining compute are not 1-to-1"exchangeable’. On easy and
medium questions, test time compute can improve things a lot. With harder
guestions, you need better base models too. But after a certain point, inference
compute scales better than train compute.

Comparing Test-time and Pretraining Compute

PRM Search
— -1
2 *
§ Bl
4 G0 %
Er i’
=
s 3£
2 40 2
= =
g a
h— -4
g o0
T
=
ol
Proportional to Inference FLOPs
% Freliraning Compute =i Test-ime Compate —-— R -=: R==1 == R=<1

R =Tokens(Inf)/ Tokens(train)

Snell et al. 2024. Scaling LLM Test-Time Compute Optimally can be More Effective than
Scaling Model Parameters.



The main point of improving
inference efficiency is
speeding up online RL training
by generating data



Online — you are improving a policy by observing
feedback in close to real time

i Online is Critical f Il achievi
Offline — generate/use reasoning behaviors. Personalized
eXIStlng data and |earn learning that can fix a model’s mistakes.

Offline is useful for warm starting but isn’t

optimal policy from that enough to “discover” behaviors
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GRPO - somewhat irrelevant, possibly more stable but you can
get reasoning with PPO. Important thing is Distributed Online RL

Better base model somehow (no Imp to note that the continued pre-training
_ e . vs SFT distinction is meaningless here. Only
pre tralmng/SFT data released questionis, did some kind of step by step

so unclear how exactly) data exist in the mix

Saw bad RL results for small models (no better than others)and
decided to invest in infra to scale it anyways
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Format rewards on top of accuracy rewards to make sure thinking
was between <think> tokens(this isn't unique) but possibly
important for maintaining human readability

Use smallamount of human-
filtered CoT as SFT firsttodo
better policy init

There doesn’t exist much open source
data of this format out there right now
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Immediate Barriers
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More Immediate Barriers




Reasoning Data Collection

Human makes prompt

Model (partially tuned) produces CoT for it

Human finds first step CoT is wrong and rewrites just that step
Model generates again from there

~ N o

2-4 repeat until correct answer. This is much more scalable way of
doing human CoT filtering than people writing traces from scratch



Many Ways of Scaling Inference
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“Hello” —> P

o ——
p

N (0,6°1,.

Prelude . Recurrent --+ Input Injection

Block — Residual Stream
e = P(x)
Sp ™~ N(O'.r szn_h) \,6\)9\((:\‘(\;\\\0\)\06(
s; = R(e,s;—1) for ie{l,...,r} SN
P = C(ST')w

Geiping et al. 2024. Scaling up Test-Time Compute with Latent Reasoning:
A Recurrent Depth Approach. 145



But Raj do you really need MDPs?
(Can’t you just do 1-step bandits?)

e Yes(No)



Takeaways




